STOR 455 Homework 7

20 points - Due Wednesday 11/3 5:00pm

### Are Emily and Greg More Employable Than Lakisha and Jamal?

Bertrand, M., & Mullainathan, S. (2004). Are Emily and Greg more employable than Lakisha and Jamal? A field experiment on labor market discrimination. *American Economic Review, 94*(4), pp. 991-1013.

We perform a field experiment to measure racial discrimination in the labor market. We respond with fictitious resumes to help-wanted ads in Boston and Chicago newspapers. To manipulate perception of race, each resume is randomly assigned either a very African American sounding name or a very White sounding name. The results show significant discrimination against African-American names: White names receive 50 percent more callbacks for interviews. We also find that race affects the benefits of a better resume. For White names, a higher quality resume elicits 30 percent more callbacks whereas for African Americans, it elicits a far smaller increase. Applicants living in better neighborhoods receive more callbacks but, interestingly, this effect does not differ by race. The amount of discrimination is uniform across occupations and industries. Federal contractors and employers who list “Equal Opportunity Employer” in their ad discriminate as much as other employers. We find little evidence that our results are driven by employers inferring something other than race, such as social class, from the names. These results suggest that racial discrimination is still a prominent feature of the labor market.

|  |  |
| --- | --- |
| Variables | Descriptions |
| *call* | Was the applicant called back? (1 = yes; 0 = no) |
| *ethnicity* | indicating ethnicity (i.e., “Caucasian-sounding” vs. “African-American sounding” first name) |
| *sex* | indicating sex |
| *quality* | Indicating quality of resume. |
| *experience* | Number of years of work experience on the resume |
| *equal* | Is the employer EOE (equal opportunity employment)? |

Use the *ResumeNames455* found at the address below:

<https://raw.githubusercontent.com/JA-McLean/STOR455/master/data/ResumeNames455.csv>

1. An Equal Opportunity Employer (EOE) is an employer who agrees not to discriminate against any employee or job applicant because of race, color, religion, national origin, sex, physical or mental disability, or age. Construct a logistic model to predict if the job applicant was called back using *ethnicity*, *equal*, and the interaction between *ethnicity* and *equal* as the predictor variables.

resume <- read.csv("https://raw.githubusercontent.com/JA-McLean/STOR455/master/data/ResumeNames455.csv")  
library(Stat2Data)  
library(readr)  
library(TTR)  
library(bestglm)

## Loading required package: leaps

library(leaps)

employ.mod = glm(call~factor(ethnicity)+equal+factor(ethnicity)\*equal, data=resume, family=binomial)  
summary(employ.mod)

##   
## Call:  
## glm(formula = call ~ factor(ethnicity) + equal + factor(ethnicity) \*   
## equal, family = binomial, data = resume)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -0.4662 -0.4440 -0.3697 -0.3697 2.3676   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -2.64903 0.09691 -27.334 < 2e-16 \*\*\*  
## factor(ethnicity)cauc 0.38163 0.12730 2.998 0.00272 \*\*   
## equalyes -0.09106 0.18479 -0.493 0.62219   
## factor(ethnicity)cauc:equalyes 0.19372 0.23713 0.817 0.41396   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 2726.9 on 4869 degrees of freedom  
## Residual deviance: 2709.2 on 4866 degrees of freedom  
## AIC: 2717.2  
##   
## Number of Fisher Scoring iterations: 5

1. Conduct a drop in deviance hypothesis test to determine the effectiveness of the *equal* terms in the model constructed in the previous question. Cite your hypotheses, p-value, and conclusion in context.

Ho: Xequals = 0 Ha: Xequals =/= 0

P-values = 0.8291

Conclusion: Because we recieved a p-value of 0.8291, we do not have enough evidence to reject the null hypothesis that the coeffecient of the “equals” variable is equal to 0.

anova(employ.mod, test = "Chisq")

## Analysis of Deviance Table  
##   
## Model: binomial, link: logit  
##   
## Response: call  
##   
## Terms added sequentially (first to last)  
##   
##   
## Df Deviance Resid. Df Resid. Dev Pr(>Chi)   
## NULL 4869 2726.9   
## factor(ethnicity) 1 16.9832 4868 2709.9 3.771e-05 \*\*\*  
## equal 1 0.0466 4867 2709.9 0.8291   
## factor(ethnicity):equal 1 0.6714 4866 2709.2 0.4126   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

1. Based on your model from question 1, What is the probability of an applicant with a “Caucasian-sounding” name getting a call back from an Equal Opportunity Employer (EOE). What is the probability of an applicant with an “African-American sounding” name getting a call back from an Equal Opportunity Employer (EOE)?

There is a 10.29% chance that someone with a caucasian sounding name will receive a call back from an EOE and there is a 9.38% chance that an African-American sounding name will receive a call from an EOE.

summary(employ.mod)

##   
## Call:  
## glm(formula = call ~ factor(ethnicity) + equal + factor(ethnicity) \*   
## equal, family = binomial, data = resume)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -0.4662 -0.4440 -0.3697 -0.3697 2.3676   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -2.64903 0.09691 -27.334 < 2e-16 \*\*\*  
## factor(ethnicity)cauc 0.38163 0.12730 2.998 0.00272 \*\*   
## equalyes -0.09106 0.18479 -0.493 0.62219   
## factor(ethnicity)cauc:equalyes 0.19372 0.23713 0.817 0.41396   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 2726.9 on 4869 degrees of freedom  
## Residual deviance: 2709.2 on 4866 degrees of freedom  
## AIC: 2717.2  
##   
## Number of Fisher Scoring iterations: 5

B0 <- summary(employ.mod)$coeff[1,1]  
B1 <- summary(employ.mod)$coeff[2,1]  
B2 <- summary(employ.mod)$coeff[3,1]  
B3 <- summary(employ.mod)$coeff[4,1]  
  
# Caucasian-sounding name   
x = 1  
y = 1  
z = x\*y  
# Q = exp(B0+(B1\*x)+(B2\*y)+(B3\*z))  
# Q  
P = exp(B0+(B1\*x)+(B2\*y)+(B3\*z))/(exp(B0+(B1\*x)+(B2\*y)+(B3\*z))+1)  
P

## [1] 0.1029619

# African-American Sounding Name   
a = 1  
b = 0  
c = a\*b  
# O = exp(B0+(B1\*a)+(B2\*b)+(B3\*c))  
# O  
D = exp(B0+(B1\*a)+(B2\*b)+(B3\*c))/(exp(B0+(B1\*a)+(B2\*b)+(B3\*c))+1)  
D

## [1] 0.09385863

1. Does the number of years of work experience impact the relationship between ethnicity and an applicant getting called back? Construct a logistic model to predict if the job applicant was called back using *ethnicity*, *experience*, and the interaction between *ethnicity* and *experience* as the predictor variables.

employ.mod.q4 = glm(call~factor(ethnicity)+experience+factor(ethnicity)\*experience, data=resume, family=binomial)  
summary(employ.mod.q4)

##   
## Call:  
## glm(formula = call ~ factor(ethnicity) + experience + factor(ethnicity) \*   
## experience, family = binomial, data = resume)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -0.7558 -0.4337 -0.4052 -0.3472 2.4686   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -3.042323 0.150186 -20.257 < 2e-16 \*\*\*  
## factor(ethnicity)cauc 0.512792 0.195743 2.620 0.00880 \*\*   
## experience 0.043988 0.014052 3.130 0.00175 \*\*   
## factor(ethnicity)cauc:experience -0.008465 0.018570 -0.456 0.64852   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 2726.9 on 4869 degrees of freedom  
## Residual deviance: 2693.0 on 4866 degrees of freedom  
## AIC: 2701  
##   
## Number of Fisher Scoring iterations: 5

1. Conduct a drop in deviance hypothesis test to determine the effectiveness of the *experience* term in the model constructed in the previous question. Cite your hypotheses, p-value, and conclusion in context.

Ho: Xexperiences = 0 Ha: Xexperiences =/= 0

P-values = 0.8291

Conclusion: Because we recieved a p-value of 4.406e-05, we have enough evidence to reject the null hypothesis that the coeffecient of the “experiences” variable is equal to 0.

anova(employ.mod.q4, test = "Chisq")

## Analysis of Deviance Table  
##   
## Model: binomial, link: logit  
##   
## Response: call  
##   
## Terms added sequentially (first to last)  
##   
##   
## Df Deviance Resid. Df Resid. Dev Pr(>Chi)   
## NULL 4869 2726.9   
## factor(ethnicity) 1 16.9832 4868 2709.9 3.771e-05 \*\*\*  
## experience 1 16.6881 4867 2693.2 4.406e-05 \*\*\*  
## factor(ethnicity):experience 1 0.2071 4866 2693.0 0.6491   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

1. Construct a plot with *experience* on the horizontal axis and *call* on the vertical axis. Add to this plot two curves, made from the model constructed in question 4. For an applicant with a “Caucasian-sounding” name, plot a red logistic curve showing the probability of getting a call back based on experience. For an applicant with an “African-American sounding” name, plot a blue logistic curve showing the probability of getting a call back based on experience. Comment on the similarities or differences between the two models.

Based on the two models, it appears that caucasian sounding names have a higher rate of call back. Overall, as experience increases, the chance of recieving a call back also appears to increase.

plot(call~experience, resume)  
#Caucasian   
curve(exp(B0+(B1\*x)+(B2\*x)+(B3\*x))/(exp(B0+(B1\*x)+(B2\*x)+(B3\*x))+1), col = "red", add = TRUE)  
# African American  
curve(exp(B0+(B1\*x))/(exp(B0+(B1\*x))+1), col = "blue", add = TRUE)

![](data:image/png;base64,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) 7) Use an appropriate model selection method to construct a best model to predict if the job applicant was called back using any of the other variables as predictors (except for *name*). You may also use interaction terms. Why would you not want to use *name* as a predictor?

You don’t want to use name as a predictor because you can’t logically level the names of the people in the dataset. Furthermore, it doesn’t make sense to want to use name as a predictor because the rate of something happening to someone with a specific name isn’t very useful to know. Based on the best models output, the one with the lowest criteria says to include ethnicity and experience.

resume <- read.csv("https://raw.githubusercontent.com/JA-McLean/STOR455/master/data/ResumeNames455.csv", stringsAsFactors = TRUE)  
resume.2 = within(resume, {name = NULL})   
head(resume.2)

## sex ethnicity quality call experience equal  
## 1 female cauc low 0 6 yes  
## 2 female cauc high 0 6 yes  
## 3 female afam low 0 6 yes  
## 4 female afam high 0 6 yes  
## 5 female cauc high 0 22 yes  
## 6 male cauc low 0 6 yes

resume.2 <- resume.2[,c(1:3,5:6,4)]  
head(resume.2)

## sex ethnicity quality experience equal call  
## 1 female cauc low 6 yes 0  
## 2 female cauc high 6 yes 0  
## 3 female afam low 6 yes 0  
## 4 female afam high 6 yes 0  
## 5 female cauc high 22 yes 0  
## 6 male cauc low 6 yes 0

resume.2.bestglm <- bestglm(resume.2, family=binomial)

## Morgan-Tatar search since family is non-gaussian.

resume.2.bestglm$BestModels

## sex ethnicity quality experience equal Criterion  
## 1 FALSE TRUE FALSE TRUE FALSE 2710.231  
## 2 FALSE TRUE TRUE TRUE FALSE 2716.616  
## 3 TRUE TRUE FALSE TRUE FALSE 2717.918  
## 4 FALSE TRUE FALSE FALSE FALSE 2718.429  
## 5 FALSE FALSE FALSE TRUE FALSE 2718.677

employ.mod.2 = glm(call~factor(ethnicity)+experience+factor(ethnicity)\*experience, data=resume.2, family=binomial)  
summary(employ.mod.2)

##   
## Call:  
## glm(formula = call ~ factor(ethnicity) + experience + factor(ethnicity) \*   
## experience, family = binomial, data = resume.2)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -0.7558 -0.4337 -0.4052 -0.3472 2.4686   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -3.042323 0.150186 -20.257 < 2e-16 \*\*\*  
## factor(ethnicity)cauc 0.512792 0.195743 2.620 0.00880 \*\*   
## experience 0.043988 0.014052 3.130 0.00175 \*\*   
## factor(ethnicity)cauc:experience -0.008465 0.018570 -0.456 0.64852   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 2726.9 on 4869 degrees of freedom  
## Residual deviance: 2693.0 on 4866 degrees of freedom  
## AIC: 2701  
##   
## Number of Fisher Scoring iterations: 5